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Bearing-Only Maneuvering Mobile Tracking With
Nonlinear Filtering Algorithms in

Wireless Sensor Networks
Dah-Chung Chang, Student Member, IEEE, and Meng-Wei Fang

Abstract—Mobile node localization is important to offer wire-
less services in vehicular communication applications. Some typi-
cal methods realize the mobile node tracking through data fusion
from time of arrival (TOA) and received signal strength (RSS)
measurements provided by sensor nodes or base stations (BSs).
Although the TOA/RSS method is not expensive under a concern
of cost, it is very sensitive to multipath signal propagation effects.
As the technology of angle of arrival (AOA) antennas is showing a
rapid progress, we turn to consider AOA estimation. In this paper,
the nonlinear extended Kalman filter (EKF) and the particle filter
(PF) along with a three-model interacting multiple model (IMM)
algorithm are utilized and compared for maneuvering mobile
station (MS) tracking with bearing-only measurements. A coor-
dinated turn model is used to improve the tracking performance
since the MS frequently turns in the streets. We also propose an
efficient method for resampling particles to alleviate the degen-
eracy effect of particle propagation in the interacting multiple
model particle filter (IMMPF) algorithm. Moreover, a BS sensor
selection scheme is also exploited for the long-haul MS tracking
case which often changes BSs in a wireless vehicular sensor net-
work. Numerical simulations show that the three-model IMMPF
algorithm outperforms the interacting multiple model extended
Kalman filter algorithm and achieves a root-mean-square tracking
performance which is quite close to the posterior Cramer–Rao
lower bound.

Index Terms—Angle of arrival (AOA), interacting multiple
model (IMM), Kalman filtering, mobile tracking, particle filtering,
posterior Cramer–Rao lower bound (CRLB), resampling.

I. INTRODUCTION

MOBILE POSITIONING is a rapidly growing and crucial
research topic in advanced vehicular technology [1]–[4].

Knowing the accurate location of the mobile station (MS) can
provide diverse applications in wireless communication net-
works, such as the localization of metropolitan transportation
vehicles, emergency care, public traffic control, etc. The mobile
location can be measured by widely distributed base stations
(BSs). In fact, those BSs can be viewed as the sensors in a wire-
less sensor network (WSN). The measured MS information,
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including received signal strength (RSS) and arriving signal
angle, can be transmitted to the data fusion center for signal
postprocessing. Hence, some typical methods used to estimate
the mobile position may utilize the angle of arrival (AOA) [5],
time difference of arrival (TDOA), time of arrival (TOA), RSS
[3], [6], GPS, etc.

Mobile location estimation mainly determines the location
and velocity of an MS based on the measured signals from its
neighboring BSs. TOA [4] is a technique to measure the round
trip time of signal transmission from the BS to the MS and back
to the BS, and the arrival time of the radio signals is usually
measured from different wireless BSs. The TDOA technique
measures the time difference between the radio signals, and
the distance differences of the MS to at least three BSs are
measured. The AOA technique is only conducted within the BS
by observing the arriving angle of the signals coming from the
MS. Each BS determines the direction of the received signal
angle. The MS location is derived by the intersection of at least
two lines of antenna arrays. To eliminate unsatisfactory effect,
more than two BSs are usually utilized. The AOA method has
the advantage over TOA that the BS does not need time syn-
chronization and is robust against multipath signal propagation
effects. However, the accuracy of mobile location estimation is
still a very difficult problem and continues attracting a lot of
works. Moreover, the data fusion techniques are also employed
to improve accuracy.

Although some recent research can be found in developing
mixed localization methods such as TOA/AOA [7], TDOA/
AOA [8], AOA/RSS [9], or TOA/RSS [10], in this paper, owing
to the merit of being immune to multipath signal propagation
effects, we focus on the AOA method using an advanced
nonlinear filtering algorithm for tracking a maneuvering MS.
It is well known that the Kalman filter has been widely used
for parameter estimation in a state-space model since it is the
optimally recursive linear filter in the Gaussian noise environ-
ment. Nevertheless, with the AOA method, the mobile location
in the Cartesian coordinate is inherently a nonlinear relation-
ship with the arriving angle measurements. Then, a nonlinear
modification to the linear Kalman filter, the extended Kalman
filter (EKF) [11], can be used. From the point of view of prac-
tical model on states, the EKF does not guarantee an optimal
solution in a complicated situation of nonlinearity and non-
Gaussian distribution. The particle filter (PF) is an alternative
with competitive performance compared to the EKF [12], [13].
However, in a practical mobile localization problem, the MS
cannot be described by a uniformly kinematic equation in all
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motion situations. An effective multiple model method, called
interacting multiple model (IMM) algorithm [14], is suited to
improve the tracking performance, which can mix appropriate
dynamic models based on a Bayesian probability metric.

In previous works, the combination of the IMM algorithm
and EKF (or PF) for solving the TOA/RSS problem can be
found in the literature [3]. However, its dynamic model for a
maneuvering MS was quite simple, where two dynamic models,
constant velocity motion and acceleration motion, were only
considered. An MS frequently makes a turn in the street. As we
take into account this situation, we add the third dynamic model
describing the turning motion in this paper. With bearing-
only BS data, we derive the nonlinear measurement equation
and the turning motion dynamic equation for the use of EKF
and PF. In numerical simulation, the performance of using
the new dynamic model along with the interacting multiple
model particle filter (IMMPF) and interacting multiple model
extended Kalman filter (IMMEKF) algorithms is compared to
show its effectiveness for the application of AOA maneuvering
MS tracking. In this paper, only the line-of-sight situation
for AOA MS localization is considered. The non-line-of-sight
situation is more complicated [15], [16] and out of this scope,
which will be addressed in another work.

The rest of this paper is organized as follows. Section II
describes the system model in our framework and establishes
the AOA measurement model and the state equations to be used
in this paper. In Section III, we explain how the EKF and PF
algorithms work with the proposed dynamic and measurement
models in the IMM algorithm. The posterior Cramer–Rao
lower bound (CRLB) is also analyzed for providing theoretical
performance comparison. Moreover, a BS selection scheme is
introduced for the long-haul tracking application. The setup
of numerical simulations and the tracking performance are
evaluated in Section IV. A brief conclusion about the proposed
work is deferred in Section V.

II. PROBLEM FORMULATION

The mobile localization system to be explored in this paper
is depicted in Fig. 1, where four BSs, numbered by BS1, BS2,
BS3, and BS4, are assumed to be located at four corners,
respectively, and the corresponding four arriving signal angles
θ1(k), θ2(k), θ3(k), and θ4(k) at time k can be measured
for the MS target. Suppose that a Cartesian coordinate with
the horizontal axis x and the vertical axis y is built in this
configuration and the target position is at (x(k), y(k)).

A. System Model

Let X(k) denote the state vector, Z(k) denote the measure-
ment vector, f(·) denote the state transition function, and h(·)
denote the measurement function. The state-space system mod-
el can be described by the following two equations [17], [18]:

X(k + 1) = f (X(k), t(k),m(k)) +w (k,m(k)) (1)

Z(k) =h (X(k), t(k),m(k)) + v(k) (2)

where t(k) denotes the sampling time (here, we simply
let t(k) = Δt), m(k) denotes the different dynamic model,

Fig. 1. Configuration of mobile localization and BS location.

w(k,m(k)) is the process noise vector, and v(k) is the mea-
surement noise vector. For simplicity, w(k,m(k)) and v(k)
are modeled as two uncorrelated white Gaussian noise vectors,
where w(k,m(k)) ∼ N (0, Q̃m(k)) with a process noise co-

variance Q̃m(k) and v(k) ∼ N (0,R) with a diagonal covari-
ance matrix R.

B. State Dynamic Model

In this paper, the full state vector is defined as

X(k) = [x(k), ẋ(k), ẍ(k), y(k), ẏ(k), ÿ(k)]T (3)

where x(k), ẋ(k), and ẍ(k) represent the target position,
velocity, and acceleration, respectively, in the horizontal axis
and y(k), ẏ(k), and ÿ(k) are the same physical elements in
the vertical axis. For simplicity without losing generality, we
will only write out the horizontal dynamic expression to be
considered in this paper. The dynamic expression defined in the
vertical axis can be applied in a similar manner as well.

For the problem of interest in the tracking of mobile motion
in the street, we classify the dynamic model into three dif-
ferent equations: constant velocity (CV), constant acceleration
(CA), and constant turning (CT). Denote that m(k) ∈ {1, 2, 3},
where m(k) = 1 represents the CV model, m(k) = 2 is the CA
model, and m(k) = 3 is the CT model.

CV Model (m(k) = 1). In this model, the elements ẍ(k) and
ÿ(k) are neglected because no acceleration is supposed, i.e., we
can simplify that X′(k) = [x(k), ẋ(k)]T as only the horizontal
model is written out for simplicity. By removing the estimate
of acceleration, the process noise due to acceleration estimation
will never be involved in order to improve estimation accuracy.
We express the CV dynamic model as

f (X′(k),Δt, 1) =

[
1 Δt
0 1

]
X′(k) (4)

Q̃1 = I2 ⊗
[

(Δt)4

4
(Δt)3

2
(Δt)3

2 (Δt)2

]
σ2
1 (5)
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where Im denotes the m×m identity matrix, ⊗ is the
Kronecker product, and σ2

1 is a parameter to control the process
noise variance of the CV model.

CA Model (m(k) = 2). In this model, all of the elements
x(k), ẋ(k), and ẍ(k) are used in estimation. Let X′′(k) =
[x(k), ẋ(k), ẍ(k)]T , and the CA dynamic model is ex-
pressed as

f (X′′(k),Δt, 2) =

⎡⎣ 1 Δt (Δt)2

2
0 1 Δt
0 0 1

⎤⎦X′′(k) (6)

Q̃2 = I3 ⊗

⎡⎢⎣
(Δt)4

4
(Δt)3

2
(Δt)2

2
(Δt)3

2 (Δt)2 Δt
(Δt)2

2 Δt 1

⎤⎥⎦σ2
2 (7)

where σ2
2 is a parameter to control the process noise variance of

the CA model.
CT Model (m(k) = 3). In [19] and [20], the kinematics of a

turn performed in a horizontal plane with known turning rate
ω(k) was proposed. We can rewrite the kinematic equations in
this paper as

f (X(k),Δt, 3)

=

⎡⎢⎢⎣
x(k) + Δt× ẋ(k)− 1

2 (Δt)2ẏ(k)ω(k)
y(k) + Δt× ẏ(k) + 1

2 (Δt)2ẋ(k)ω(k)(
1− 1

2 (Δt)2ω2(k)
)
× ẋ(k)−Δt× ẏ(k)ω(k)(

1− 1
2 (Δt)2ω2(k)

)
× ẏ(k) + Δt× ẋ(k)ω(k)

⎤⎥⎥⎦ . (8)

The turning rate highly depends on the traffic status in mobile
tracking applications, and preassigning some typical value may
be not practical. Moreover, the clockwise or anticlockwise
turn is also affected by the value to be positive or negative.
Hence, we can view ω(k) as a random variable to be estimated
and augment the state vector as Xa(k) = [x(k), ẋ(k), y(k),
ẏ(k), ω(k)]T in this model. Then, we can rewrite the dynamic
model for m(k) = 3 as

f (Xa(k),Δt, 3)

=

⎡⎢⎢⎢⎣
x(k) + Δt× ẋ(k)− 1

2 (Δt)2ẏ(k)ω(k)
y(k) + Δt× ẏ(k) + 1

2 (Δt)2ẋ(k)ω(k)(
1− 1

2 (Δt)2ω2(k)
)
× ẋ(k)−Δt× ẏ(k)ω(k)(

1− 1
2 (Δt)2ω2(k)

)
× ẏ(k) + Δt× ẋ(k)ω(k)
ω(k)

⎤⎥⎥⎥⎦ (9)

Q̃3 =

[
Q̃′

3 0
0 σ2

ω

]
(10)

where σ2
w is the modeling error variance of ω(k)

Q̃′
3 = I2 ⊗

[
(Δt)4

4
(Δt)3

2
(Δt)3

2 (Δt)2

]
σ2
3 (11)

and σ2
3 is a parameter to control the process noise variance

of the CT model. Note that the noise variance matrices Q̃1,
Q̃2, and Q̃′

3 used in (5), (7), and (11), respectively, are the
discretized forms obtained from their continuous dynamic mod-
els which are discussed in detail in [21], and therefore, the
discussion is omitted in this paper.

Measurement Model. The available measurement at time k is
the angle from the BS platform to the MS target as depicted in
Fig. 1. The angle measurement at BS#n is defined as

θn(k) = arctan

(
y(k)− yn
x(k)− xn

)
, n = 1, 2, 3, 4 (12)

where (xn, yn) is the location of BS#n in the Cartesian co-
ordinate. Note that it is not necessary to define the angles
as the same reference (e.g., clockwise positive) because we
can easily modify it by adding or subtracting multiples of π
from the same referenced angle to fit the definition in (12).
The minimum number of BSs able to track the target is two.
However, using more BSs can help the resulted accuracy. In our
system, the data from four BSs are collected at the fusion center
and modeled in the measurement equation. Let Z(k) denote the
measurement vector and Z(k) = [θ1(k), θ2(k), θ3(k), θ4(k)]

T .
The measurement equation can be written by

Z(k) =

[
arctan

(
y(k)− y1
x(k)− x1

)
, · · · , arctan

(
y(k)− y4
x(k)− x4

)]T
+ v(k) (13)

where v(k) is the measurement noise vector with covariance
matrix R = σ2

θI4 and σ2
θ is the angle measurement noise

variance.

III. NONLINEAR FILTERING METHODS FOR

MANEUVERING MOBILE TRACKING

In our formulation, the mobile motion is described by three
possible models, CV, CA, and CT. In this complicated and
nonlinear system, it is very difficult to estimate required pa-
rameters, such as mobile position and velocity, only by a sin-
gle model. In practical wireless propagation environments, we
cannot exactly switch the state-space filtering algorithm among
these models. The combination of IMM and the filtering algo-
rithm can provide parallel filtering results and mix the outputs
based on their mixing probabilities. However, before employing
the IMM algorithm, the transition probabilities defined in the
Markovian transition matrix P need to be given. As depicted in
Fig. 2, pij denotes the mode transition probability from model
i to model j where 1 ≤ i, j ≤ 3 in this system, and P can be
written by

P =

⎡⎣ p11 p12 p13
p21 p22 p23
p31 p32 p33

⎤⎦ . (14)

The model transition matrix is usually determined by an evalua-
tion through traffic analysis about the MS in the practical situa-
tion. From an intuitive concept, the MS may remain the present
mode in a long time such that pii can be set close to unity, for
example, 0.96, while pij , i �= j, denotes the transition between
two different modes such that the value can be close to zero, for
example, 0.02. For a normalized probability,

∑
j pij = 1.

In general, each cycle in the IMM algorithm consists of
four main stages as depicted in Fig. 3. First, the initial state
vector estimate X̂0j(k) and the state vector estimation error
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Fig. 2. Mode transition in IMM algorithm.

Fig. 3. Structure of the IMM algorithm.

covariance matrix P̂0j(k) are obtained by mixing the estimates
X̂j(k) and P̂j(k) of all filters at the previous index k based
on the mode probabilities μ̂j(k) under the assumption that
those filters are in effect at the current index k + 1, which
is performed in the Interaction/mixing block. Then, followed
by a regular filtering stage, the new state vector X̂j(k + 1)

and covariance matrix P̂j(k + 1) are produced in parallel from
the filters with different models. By calculating the likelihood
functions Lj(k + 1) of the measurement prediction error based
on Gaussian approximation, new mode probabilities μ̂j(k + 1)
can be updated, and the resultant estimates at the current
index, X̂(k + 1) (or P̂(k + 1)), are obtained by calculating
the mixture of X̂j(k + 1) (or P̂(k + 1)) and μ̂j(k + 1). The
mode probability plays a key role in the IMM algorithm for
mixing the states and covariance matrices that resulted from
different dynamic models. Next, we explain how to use the
three dynamic models in the IMMEKF and IMMPF algorithms.

A. IMMEKF Algorithm

We use the following four stages to describe the IMMEKF
algorithm used in this paper.

Stage 1: Interaction. Suppose that μ̂j(k) is the mode prob-
ability obtained at the previous index. The mixing probability
from mode i to mode j is calculated by

μi|j(k) =
1

cj
pijμi(k) (15)

where cj is a normalization factor such that

cj =

3∑
i=1

pijμi(k). (16)

As the estimate vector X̂j(k) and the covariance matrix
P̂j(k) are known from the previous cycle, we can compute the
initial state vector and the covariance matrix for the input of
model j in this cycle by

X̂0j(k) =

3∑
i=1

X̂i(k)μi|j(k) (17)

P̂0j(k) =

3∑
i=1

μi|j(k)
{
P̂i(k) + [X̂i(k)− X̂0j(k)][·]T

}
(18)

where [·]T denotes the pairwise same product terms for simplic-
ity in this paper, and here, for example, [·] = X̂i(k)− X̂0j(k).

Stage 2: Prediction and Filtering. Since we have three dif-
ferent dynamic models, the prediction and filtering processes
are also different for the three models. The prediction process
is directly derived by taking the expectation on both sides of
(1), and we can express the predicted state vector for model
m(k) = j as

X
j
(k + 1) = f

(
X̂0j(k),Δt, j

)
. (19)

The state vector prediction error covariance matrix for model j
becomes

P
j
(k + 1) = Fj(k)P̂0j(k)FjT (k) + Q̃j(k) (20)

where Fj(k) is the Jacobian matrix of model j and

Fj(k) =
∂f(X,Δt, j)

∂X

∣∣∣∣
X=X̂0j(k)

. (21)

From (4), (6), and (9), we have

F1(k) = I2 ⊗
[
1 Δt
0 1

]
(22)

F2(k) = I2 ⊗

⎡⎣ 1 Δt (Δt)2

2
0 1 Δt
0 0 1

⎤⎦ (23)

and F3(k) can be found as (24) shown at the bottom of the next
page.

From the prediction equations, the state vector estimate and
the state vector estimation error covariance matrix for model j
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can be updated by

X̂j(k + 1) =X
j
(k + 1) +Kj(k + 1)

×
(
Z(k)− h

(
X

j
(k + 1)

)
,Δt, j

)
(25)

P̂j(k + 1) =
(
I−Kj(k + 1)Hj(k + 1)

)
P

j
(k + 1) (26)

where Kj(k + 1) is called the Kalman gain with

Kj(k + 1)

= P
j
(k + 1)HjT (k + 1)

×
[
Hj(k + 1)P

j
(k + 1)HjT (k + 1) +R(k + 1)

]−1

(27)

Hj(k + 1)

=
∂h(X,Δt, j)

∂X

∣∣∣∣
X=X

j
(k+1)

. (28)

Note that

∂θn(k)

∂x(k)
=

− [yn − y(k)]

[xn − x(n)]2 + [yn − y(k)]2
(29)

∂θn(k)

∂y(k)
=

[xn − x(k)]

[xn − x(n)]2 + [yn − y(k)]2
(30)

∂θn(k)

∂ẋ(k)
=

∂θn(k)

∂ẏ(k)
=

∂θn(k)

∂ẍ(k)
=

∂θn(k)

∂ÿ(k)
=

∂θn(k)

∂ω(k)
= 0 (31)

then, (28) actually becomes (32) shown at the bottom of the
page.

Stage 3: Mode Probability Update. As the estimates X̂j(k +

1) and P̂j(k + 1) are obtained, the likelihood functions to be
used for mode probability update are computed based on the
Gaussian approximation of the measurement prediction error
as follows:

L̂j(k + 1) = N
(
ej(k + 1);0,Sj(k + 1)

)
(33)

where N (p;0,G) denotes a Gaussian function of vector p with
mean 0 and covariance matrix G, and

ej(k + 1) =Z(k + 1)− h
(
X

j
(k + 1),Δt, j

)
(34)

Sj(k + 1) =E
{
ej(k + 1)ej(k + 1)T

}
=Hj(k + 1)P

j
(k + 1)HjT (k + 1) +R(k + 1).

(35)

The update mode probability for model j is

μj(k + 1) =
1

c
Lj(k + 1)cj (36)

where c is a normalizing factor with

c =

3∑
j=1

Lj(k + 1)cj . (37)

Stage 4: Mixture. The resultant state vector estimate and the
estimation error covariance matrix are finally obtained as

X̂(k + 1) =

3∑
j=1

X̂j(k + 1)μj(k + 1) (38)

P̂(k + 1) =

3∑
j=1

μj(k + 1)

×
{
P̂j(k + 1)

+
[
X̂j(k + 1)− X̂(k + 1)

]
[·]T
}
. (39)

B. IMMPF Algorithm

The Kalman filtering (KF) is derived based on the assump-
tion of Gaussian distribution for involved random variables pre-
senting in linear state equations. Exempting from the Gaussian
assumption and linearity, the PF also relies on the Bayesian

F3(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 Δt 0 −(Δt)2ω̂(k)
2

−(Δt)2 ˆ̇y(k)
2

0 (Δt)2ω̂(k)
2 1 Δt (Δt)2 ˆ̇x(k)

2

0 2−(Δt)2ω̂(k)
2 0 −Δt× ω̂(k) −Δt

(
Δt× ˆ̇x(k)ω̂(k) + ˆ̇y(k)

)
0 Δt× ω̂(k) 0 2−(Δt)2ω̂(k)

2 −Δt
(
Δt× ˆ̇y(k)ω̂(k) + ˆ̇x(k)

)
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(24)

Hj(k + 1) =

⎡⎢⎢⎢⎣
−[y1−ȳj(k+1)]

[x1−x̄j(k+1)]2+[y1−ȳj(k+1)]2
[x1−x̄j(k+1)]

[x1−x̄j(k+1)]2+[y1−ȳj(k+1)]2
0 0 0 0

...
...

...
...

...
...

−[y4−ȳj(k+1)]
[x4−x̄j(k+1)]2+[y4−ȳj(k+1)]2

[x4−x̄j(k+1)]
[x4−x̄j(k+1)]2+[y4−ȳj(k+1)]2

0 0 0 0

⎤⎥⎥⎥⎦ (32)
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filtering concept for recursive state estimation. With a different
approach, PF-based algorithms are the sequential Monte Carlo
method that uses a finite and large set of particles to approxi-
mate a required probability density, which are useful for non-
Gaussian and nonlinear systems.

As shown in Fig. 3, we divide the IMMPF algorithm into the
following stages.

Stage 1: Interaction. The interaction stage is the same as
those employing (15)–(18) in the IMMEKF algorithm.

Stage 2: State Update with Importance Sampling. The basic
concept of a PF algorithm is to make the important sampling
function recursive, i.e., sequential importance sampling (SIS).
On the sequential reception of each measurement, support
points and their associated importance weights are recursively
propagated through the SIS algorithm.

Let us draw Np particles (samples) X
j
n(k), where n =

1, 2, · · · , Np, from the initial statistics X̂0j(k) and P̂0j(k))
based on the Gaussian distribution for model j by the following
scheme:

X
j
n(k) ∼ N

(
X̂0j(k), P̂0j(k)

)
. (40)

As we have particle X
j
n(k), the predicted state particle X

j
n(k +

1) and the corresponding weight W
j
n(k + 1) can be calcu-

lated by

X
j
n(k + 1) = f

(
X

j
n(k),Δt, j

)
(41)

Wj
n(k + 1)

=N
((

Z(k + 1)− h
(
X

j
n(k + 1)

)
,Δt, j

)
,

R(k + 1)
)
. (42)

Note that the weights obtained from (42) should be norma-
lized as

W
j
n(k + 1) =

Wj
n(k + 1)∑Np

n=1 W
j
n(k + 1)

. (43)

Stage 3: Mode Probability Update. Once the particle X
j
n(k +

1) and its corresponding normalized weight W
j
n(k + 1) are ob-

tained, we can evaluate the mean of the predicted measurement

vector for model j, Z
j
(k + 1), by

Z
j
(k + 1) =

Np∑
n=1

h
(
X

j
n(k + 1),Δt, j

)
. (44)

The measurement prediction error vector (residual measure-
ment vector) for model j, ejn(k + 1), and the residual covari-
ance matrix Sj(k + 1) are

ejn(k + 1) =Z(k + 1)− h
(
X

j
n(k + 1),Δt, j

)
(45)

Sj(k + 1) =

Np∑
n=1

{[
h
(
X

j
n(k + 1),Δt, j

)
− Z

j
(k+1)

]
[·]T
}

(46)

Fig. 4. Concept of particle resampling.

respectively. The likelihood function for mode probability up-
date is

Lj
n(k + 1) = N

(
ejn(k + 1);0,Sj(k + 1)

)
. (47)

Stage 4: Resampling. It is shown in the literature, only with
SIS, that only very few particles have nonzero importance
weights after some iteration. To alleviate the adverse degen-
eracy effects of the SIS algorithm, some resampling scheme
should be considered to eliminate particles with low importance
weights and increase particles with high importance weights,
with unchanged number of particles. Fig. 4 is depicted to
illustrate the concept of resampling. Particles are represented
by circles, and their weights are reflected by the corresponding
diameters. The bottom row of circles are the particles with
equal weights before resampling. As their weights at time index
k are calculated, the particles are going to be propagated to
time index k + 1. After resampling, the large particles (with
high importance weights) are replicated, and the small particles
are removed. Then, the number of new particles at time k + 1
remains the same as that at time k, and the new particles are
assigned equal weights. From the principle of resampling, we
propose a new scheme for implementing particle propagation in
the PF algorithm.

Proposed Resampling Scheme:

1) Given the normalized weight W
j
n(k + 1) of particle

X
j
n(k + 1) for n = 1, 2, · · · , Np as obtained from (41)

and (43), employ the sorting of W
j
n(k + 1) in descending

order as

W
j
(1)(k + 1) ≥ W

j
(2)(k + 1) ≥ · · · ≥ W

j
(Np)

(k + 1) (48)

and denote their corresponding particles by X
j
(1)(k + 1),

X
j
(2)(k + 1), · · · ,Xj

(Np)
(k + 1), respectively.

2) Pick Nr particles{
X

j
(1)(k + 1),X

j
(2)(k + 1), · · · ,Xj

(Nr)
(k + 1)

}
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with Wj =
∑γ

n=1 W
j
(n)(k + 1) such that

Nr = argmax
γ

{
Wj : Wj ≤ max

{
Rj ,W

j
(1)(k + 1)

}}
(49)

where Rj is a predetermined constant for model j that
controls the number of particles propagated for resam-
pling and Rj ≤ 1. For example, if we let Rj = 0.9, only
the larger particles whose total weight is up to 90%
will remain after resampling, and the other particles are
removed.

3) Let 〈x〉 denote rounding x to the nearest integer and
X̃j

n(k + 1) denote the new particle after resampling.
Particles replication is implemented by the following
recursions:
Initialization: i = 0.
Loop: i = i+ 1

Ni =

〈
W

j
(i)(k + 1)

Wj
×Np

〉
X̃j

n(k + 1) = X
j
(i)(k + 1) for

n = Np −Ni + 1, Np −Ni+1 + 2, · · · , Np

Wj := Wj −W
j
(i)(k + 1)

Np := Np −Ni.

Go back to loop until i = Nr − 1.

X̃j
n(k + 1) = X

j
(Nr)

(k + 1) for n = 1, 2, · · · , Nr.
The weights for the new particles are set to be equal.
That is

W̃ j
n(k + 1) =

1

Np
, n = 1, 2, · · · , Np. (50)

Notice that, in (49), if some particle has a significant weight

larger than Rj , we set Wj = W
j
(1)(k + 1), and this leads to the

assignment X̃j
n(k + 1) = X

j
(1)(k + 1) for n = 1, 2, · · · , Np.

Stage 5: Mixture. By averaging over the Np particles, the
state vector and the estimation error covariance matrix for
model j can be found by

X̂j(k + 1) =
1

Np

Np∑
n=1

X̃j
n(k + 1) (51)

P̂j(k + 1) =
1

Np

Np∑
n=1

{[
X̃j

n(k + 1)− X̂j(k + 1)
]
[·]T
}

(52)

respectively. Taking into account the update mode probability
for model j, the resultant state vector and the estimation error
covariance matrix then use the same equations as (38) and (39).

C. Posterior CRLB

In time-invariant statistical models, a commonly used lower
bound is the CRLB which is defined to be the inverse of the
Fisher information matrix (FIM). In our maneuvering mobile
tracking system, the estimated parameter vector is random since

it corresponds to three differently and randomly driven dynamic
models. Here, we consider the posterior CRLB provided as a
powerful tool for assessing the performance of tracking filters.

The estimation error covariance for model j is bounded by
the posterior CRLB [22] as

E

[(
X̂j(k)−X(k)

)(
X̂j(k)−X(k)

)T]
≥ J−1

j (k) (53)

where Jj(k) is the corresponding FIM for model j and J−1
j (k)

is the posterior CRLB. Let Zk denote the measurement vectors
collected up to time k, i.e., Zk = {Z(1),Z(2), · · · ,Z(k)}, and
p(Zk,Xj(k)) is the joint probability density function for model
j. From [22], the FIM is

Jj(k) =

E

⎡⎣(∂ log p
(
Zk,Xj(k)

)
∂Xj(k)

)(
∂ log p

(
Zk,Xj(k)

)
∂Xj(k)

)T
⎤⎦ .

(54)

The FIM Jj(k + 1) is a general nonlinear filtering framework
and can be given by the following recursion [22], [23]:

Jj(k + 1) = D22
j (k)−D21

j (k)
(
Jj(k) +D11

j (k)
)−1

D12
j (k)

(55)

where, under the case of Gaussian noise assumption, the ma-
trices in (55) are found as (56)–(59) shown at the bottom of
the page. The CRLB to be assessed in our simulation is based
on a fixed trajectory. That is, taking expectation in (56)–(59)
can be ignored. The initial value for FIM can be simply set as
Jj(0) = P−1(0). For the purpose of analysis, we suppose that
the maneuvering sequence defining model j is known in the
simulation.

D11
j (k) = −E

[(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k)

)

×
(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k)

)T
⎤⎦

=E
[(
Fj(k)

)T
Q−1

j (k)Fj(k)
]

(56)

D12
j (k) = −E

[(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k)

)

×
(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k + 1)

)T
⎤⎦

=E
[(
Fj(k)

)T ]
Q−1

j (k) (57)

D21
j (k) = − E

[(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k + 1)

)

×
(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k)

)T
⎤⎦

=
(
D12

j (k)
)T

(58)
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Fig. 5. Concept of dynamic BS sensor selection.

D22
j (k) = − E

[(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k + 1)

)

×
(
∂ log p

(
Xj(k + 1)|Xj(k)

)
∂Xj(k + 1)

)T
⎤⎦

= −E

[(
∂ log p

(
Z(k + 1)|Xj(k + 1)

)
∂Xj(k + 1)

)

×
(
log p

(
∂Z(k + 1)|Xj(k + 1)

)
∂Xj(k + 1)

)T
⎤⎦

=Q−1
j (k)

+ E
[
HjT (k + 1)R−1(k + 1)Hj(k + 1)

]
. (59)

D. Dynamic BS Sensor Selection

In this MS tracking system, the fusion center selects the ac-
tive BS sensors and collects their measurement data to employ
the tracking algorithm. Before the MS is going to move outside
of the tracking region of the BSs, the fusion center needs to
activate the next BSs by filling proper working data (such as
those variables used in the recursion of the IMMPF algorithm)
to maintain the long-haul MS tracking.

As depicted in Fig. 5, suppose that the estimated state X̂(k)
is known to the fusion center at current instant k and we need
to select BSs at the next time k + 1. Then, the predicted state
Xn(k + 1) for the IMMPF algorithm can be calculated from
(41) by

Xn(k + 1) =
1

Np

3∑
j=1

Np∑
n=1

μj(k)f
(
X

j
n(k),Δt, j

)
(60)

where X
j
n(k) is obtained from (40).

As the predicted MS location is obtained, the search region
based on a given radius with the circle center determined from
Xn(k + 1) is used to find the proper candidates from the most
nearby BSs. However, if the previously active BSs are still
within this search region, for example, BS sensors A and B in
Fig. 5, they will remain in order to reduce the reset number of
working data due to changing BSs. For the new selected BSs,
the measurement equation h(·) needs to be modified based on
the new BS locations. Here, we suppose to use the same noise
variance matrix R(k + 1) for the new BSs.

IV. NUMERICAL RESULTS

In our simulation, the IMMEKF and IMMPF algorithms
along with two dynamic models and three dynamic models are
compared with bearing-only measurements observed from the
four BSs as depicted in Fig. 1. During the MS tracking period,
the MS trajectory includes three motion situations, i.e., CV, CA,
and CT.

First, we introduce the tracking trajectory used in our sim-
ulation. The distance between two successive BSs is 600 m.
The sampling duration Δt is 0.2 s, and the overall tracking
interval is 46 s. The initial position of the MS is at (0, 60),
the initial velocity is (0, 11 m/s), and the initial acceleration
is (0, 0). During the first 50 samples, the MS keeps the same
constant velocity as the initial value. During the 51th to the
100th samples, a constant acceleration (0, −1 m/s2) is boosted.
During the 101th to the 120th samples, a constant turn with
a turning rate of −0.25 is presented, and the acceleration
ceases. During the 131th to the 100th samples, another constant
acceleration (1 m/s2, 0) is boosted. From the 181th to the 230th
samples, the acceleration ceases, and constant velocity remains.

Next, we give the parameters used in the tracking algo-
rithms. The process noise parameters are σ2

1 = 0.05, σ2
2 =

0.17, σ2
3 = 0.05, and σ2

w = 0.0625. The standard deviation of
the measurement noise is σθ = 0.5◦. The number of particles
is Np = 300, and the resampling control parameter Rj = 0.95.
The coefficients of the Markovian transition matrix for the two-
model IMM are pii = 0.98 and pij = 0.02 for i �= j while those
for the three-model IMM are pii = 0.96 and pij = 0.02 for
i �= j. The initial mode probabilities for the two-model IMM
are μ1(0) = μ2(0) = 0.5 while those for the three-model IMM
are μ1(0) = 0.8 and μ2(0) = μ3(0) = 0.1.

To evaluate the tracking performance for different algo-
rithms, we calculate the root mean square (rms) metrics for rms
position tracking error and rms velocity tracking error with 100
Monte Carlo simulations. The rms metric is defined as

rms(k) =

√√√√ 1

L

L∑
l=1

(α̂l(k)− α(k))
2
+
(
β̂l(k)− β(k)

)2
(61)

where α(k) and β(k) denote the true MS position or velocity
at time k for the x- and y-axes, respectively, while α̂(k) and
β̂(k) denote the corresponding estimated results for the x-
and y-axes, respectively, and L = 100 for 100 Monte Carlo
simulations. The posterior CRLB for the three-model IMM
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Fig. 6. Comparison of rms position tracking error.

algorithm at time k can be referred to as J−1(k) obtained from
(55). Let J−1

i,j (k) denote the (i, j)th element in J−1(k), then the
rms metric of the posterior CRLB for position tracking error at
time k is

CRLBp(k) =
√
J−1
1,1(k) + J−1

4,4(k) (62)

and the rms metric of the posterior CRLB for velocity tracking
error at time k is

CRLBv(k) =
√
J−1
2,2(k) + J−1

5,5(k). (63)

Fig. 6 shows the comparison of rms position tracking errors
using the IMMEKF and IMMPF algorithms with two- and
three-model IMMs. The IMMPF algorithm significantly out-
performs the IMMEKF algorithm for the three-model IMM. For
the two-model IMM, the position tracking accuracy is heavily
deteriorated for both algorithms during a turning movement
because the CT model is not considered in the two-model IMM.
The posterior CRLB plotted in this figure is analyzed by taking
into account the three dynamic models with known maneu-
vering sequences. The three-model IMMPF algorithm has the
best performance in this comparison and much approaches the
posterior CRLB. Fig. 7 shows the comparison of rms velocity
tracking error for the same case as in Fig. 6. During the CV
motion period, we can notice that the two-model IMM algo-
rithms have slightly better rms error than the three-model IMM
algorithms because the CA model somewhat introduces more
modeling error noise. However, the advantage of the three-
model algorithms in alleviating the tracking error during CT
motion is more attractive.

Figs. 8 and 9 show the mode transition probabilities for
the three-model IMMPF algorithm and IMMEKF algorithm,
respectively. In these two figures, the correct model is identified
as a higher mode probability. As a mode can be identified cor-
rectly as a particularly high probability such as the CT model in
this simulation, the tracking error can be reduced significantly.
Hence, we can see that the rms position and velocity tracking
errors during CT motion are even smaller than those during

Fig. 7. Comparison of rms velocity tracking error.

Fig. 8. Mode transition probabilities for three models for the IMMPF
algorithm.

CA motion if ignoring the tracking error due to the inevitable
transient effect of mode interchange.

The bearing-only tracking method requires at least two BSs
to determine the intersection of two lines of antenna arrays
for the MS location. The more BSs the data fusion center
collects, the better the tracking performance is. As shown in
Fig. 10, the position rms errors of the three-model IMMPF
algorithm are compared by using different numbers of BSs.
Although the tracking performance can be improved with more
BSs, the filtering complexity also increases at the fusion center.
Here, we suppose to use the maximum of four BSs under the
concern of complexity for dynamic MS trajectory tracking.

In Fig. 11, we apply the proposed dynamic BS sensor se-
lection scheme for long-haul MS position tracking with the
three-model IMMPF algorithm. To ease our simulation, the
BS sensors marked as “+” are uniformly distributed with a
distance of 600 m between two nearby BSs. The only different
parameter here is that we assume that the measurement noise
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Fig. 9. Mode transition probabilities for three models for the IMMEKF
algorithm.

Fig. 10. Comparison of rms position tracking error versus different numbers
of BSs.

standard deviation is 5◦ for a possibly larger measurement noise
in the field. The initial location of the MS is at (−400, −200),
and the MS experiences CV, CA, and CT motion during the
tracking period. The positions for the fusion center to determine
a new group of BS sensors are marked as “	.” The dashed circle
indicates the region for the fusion center to determine the best
suitable BSs. In the first and second circles, two BSs located at
(−900, −300) and (−900, 300) are involved in the overlapped
area. Although the BS (−1500, 900) can be used for the second
	 point, we choose to maintain the two old BSs at first so as
not to reset too many working data in order to keep the tracking
algorithm as smooth as possible. However, as the MS moves
with an high acceleration between the 5th and 6th 	 points,
all new groups of BS sensors are required without using any
old BSs. The working data for the all new BSs in the tracking
algorithm should be carefully managed.

Fig. 11. Maneuvering MS tracking trajectory and the selected BS sensors in
a BS WSN.

V. CONCLUSION

In this paper, the nonlinear EKF and PF are integrated to
the IMM algorithm for maneuvering MS location estimation
with bearing-only measurements. In this system, the motion
of the MS is a complicated and nonlinear kinematic model.
We consider three general motion cases, CV, CA, and CT, in
the EKF and PF dynamic models. The IMM algorithm yields
the output by mixing the estimated results obtained from the
different filtering models. The performance of using the three-
model IMM is better than that using only CV and CA when
the MS makes a turn. The three-model IMM algorithm along
with either the EKF or the PF also does not show a significant
rms tracking performance loss due to the addition of the CT
model when the MS moves without a turn. It is worth to notice
the difference between the EKF and the PF. Although the EKF
has tailored the linear KF to be suited to the nonlinear filter-
ing problem, it computes Jacobian matrices for the first-order
gradient approximation. Its performance cannot be guaranteed
compared to some typical nonlinear algorithms such as the PF.
In our results, the IMMPF is superior to the IMMEKF, but at
the cost of 300 particles involved in the PF algorithm. However,
the IMMPF does not need to compute matrix inversion for the
Kalman gain, which is required in the IMMEKF algorithm.

In this paper, an efficient resampling method is proposed for
particle propagation over different time instants in the IMMPF
algorithm. The long-haul MS position tracking case is also
considered as a localization problem in a WSN, where the BSs
providing data for the fusion center are the active sensors and
may need to be changed during the tracking. In our proposal,
the predicted location from the IMM tracking algorithm is
used to find the next active BS sensors when the time of
changing BSs is up. In numerical analysis, the posterior CRLB
is also exploited to evaluate the performance of the tracking
algorithms in addition to the Monte Carlo simulation. The
numerical results show that the three-model IMMPF algorithm
outperforms the IMMEKF algorithm with a close performance
to the posterior CRLB.

Lic
en

se 
Agre

em
en

t S
ub

jec
t t

o I
EEE



170 IEEE SYSTEMS JOURNAL, VOL. 8, NO. 1, MARCH 2014

REFERENCES

[1] L. Mihaylova, D. Angelova, D. R. Bull, and N. Canagarajah, “Localiza-
tion of mobile nodes in wireless networks with correlated in time mea-
surement noise,” IEEE Trans. Mobile Comput., vol. 10, no. 1, pp. 44–53,
Jan. 2011.

[2] E. Kim and K. Kim, “Distance estimation with weighted least squares
for mobile beacon-based localization in wireless sensor networks,” IEEE
Signal Process. Lett., vol. 17, no. 6, pp. 559–562, Jun. 2010.

[3] B.-S. Chen, C.-Y. Yang, F.-K. Liao, and J.-F. Liao, “Mobile location
estimator in a rough wireless environment using extended Kalman-based
IMM and data fusion,” IEEE Trans. Veh. Technol., vol. 58, no. 3,
pp. 1157–1169, Mar. 2009.

[4] K. W. Cheung, H. C. So, W.-K. Ma, and Y. T. Chan, “Least squares
algorithms for time-of-arrival-based mobile location,” IEEE Trans. Signal
Process., vol. 52, no. 4, pp. 1157–1169, Apr. 2004.

[5] M. Malajner, P. Planinsic, and D. Gleich, “Angle of arrival estimation
using RSSI and omnidirectional rotatable antennas,” IEEE Sensors J.,
vol. 12, no. 6, pp. 1950–1957, Jun. 2012.

[6] J. Yan, C. C. J. M. Tiberius, P. J. G. Teunissen, G. Bellusci, and
G. J. M. Janssen, “A framework for low complexity least-squares local-
ization with high accuracy,” IEEE Trans. Signal Process., vol. 58, no. 9,
pp. 4836–4847, Sep. 2010.

[7] L. Taponecco, A. DAmico, and U. Mengali, “Joint TOA and AOA estima-
tion for UWB localization applications,” IEEE Trans. Wireless Commun.,
vol. 10, no. 7, pp. 2207–2217, Jul. 2011.

[8] L. Cong and W. Zhuang, “Hybrid TDOA/AOA mobile user location
for wideband CDMA cellular systems,” IEEE Trans. Wireless Commun.,
vol. 1, no. 3, pp. 439–447, Jul. 2002.

[9] X. Chen, D. Schonfeld, and A. A. Khokhar, “Localization and trajectory
estimation of mobile objects using minimum samples,” IEEE Trans. Veh.
Technol., vol. 58, no. 8, pp. 4439–4446, Oct. 2009.

[10] A. Catovic and Z. Sahinoglu, “The Cramer-Rao bounds of hybrid
TOA/RSS and TDOA/RSS location estimation schemes,” IEEE Commun.
Lett., vol. 8, no. 10, pp. 626–628, Oct. 2004.

[11] S. J. Julier and J. K. Uhlmann, “A new extension of the Kalman filter
to nonlinear systems,” in Proc. Int. Symp. Aerosp./Defense Sens., Simul.
Controls, Apr. 1997, pp. 1–12.

[12] A. Doucet, S. Godsill, and C. Andrieu, “On sequential Monte Carlo
sampling methods for Bayesian filtering,” Stat. Comput., vol. 10, no. 3,
pp. 197–208, Jul. 2000.

[13] F. Gustafsson, F. Gunnarsson, N. Bergman, U. Forssell, J. Jansson,
R. Karlsson, and P.-J. Nordlund, “Particle filters for positioning,
navigation, and tracking,” IEEE Trans. Signal Process., vol. 50, no. 2,
pp. 425–437, Feb. 2002.

[14] Y. Bar-Shalom, X. R. Li, and T. Kirubarajan, Estimation with Applications
To Tracking and Navigation. Hoboken, NJ, USA: Wiley, 2001.

[15] C. K. Seow and S. Y. Tan, “Non-line-of-sight localization in multipath
environments,” IEEE Trans. Mobile Comput., vol. 7, no. 5, pp. 647–660,
May 2008.

[16] J. M. Huerta, J. Vidal, A. Giremus, and J.-Y. Tourneret, “Joint particle
filter and UKF position tracking in severe non-line-of-sight situations,”
IEEE J. Sel. Topics Signal Process., vol. 3, no. 5, pp. 874–888, Oct. 2009.

[17] Y. Boers and J. Driessen, “Interacting multiple model particle filter,” Proc.
Inst. Elect. Eng.—Radar, Sonar Navig., vol. 150, no. 5, pp. 344–349,
Oct. 2003.

[18] R. Guo, Z. Qin, X. Li, and J. Chen, “Interacting multiple model particle-
type filtering approaches to ground target tracking,” J. Comput., vol. 3,
no. 7, pp. 23–30, Jul. 2008.

[19] S. S. Blackman and R. Popoli, Design and Analysis of Modern Tracking
Systems. Norwood, MA, USA: Artech House, 1999.

[20] G. A. Watson and W. D. Blair, “IMM algorithm for tracking targets that
maneuver through coordinated turns,” in Proc. SPIE, Signal Data Process.
Small Target, 1992, vol. 1698, pp. 236–247.

[21] Y. Bar-Shalom and T. E. Fortmann, Tracking and Data Association.
Orlando, FL, USA: Academic, 1988, ch. 2.

[22] P. Tichavsky, C. Muravchik, and A. Nehorai, “Posterior Cramer-Rao
bounds for discrete-time nonlinear filtering,” IEEE Trans. Signal Process.,
vol. 46, no. 5, pp. 1386–1396, May 1998.

[23] M. S. Arulampalam, B. Ristic, N. Gordon, and T. Mansell, “Bearings-only
tracking of manoeuvring targets using particle filters,” EURASIP J. Adv.
Signal Process., vol. 2004, no. 15, pp. 2351–2365, Jan. 2004.

[24] J. V. Candy, Bayesian Signal Processing: Classical, Modern Particle
Filtering Methods. Hoboken, NJ, USA: Wiley, 2009.

[25] S. Arulampalam and B. Ristic, “Comparison of the particle filter
with range-parameterized and modified polar EKFs for angle-only track-
ing,” in Proc. SPIE, Signal Data Process. Small Target, 2000, vol. 4048,
pp. 288–299.

Dah-Chung Chang (S’98) received the B.S. de-
gree in electronic engineering from Fu Jen Catholic
University, Taipei, Taiwan, in 1991 and M.S. and
Ph.D. degrees in electrical engineering from Na-
tional Chiao Tung University, Hsinchu, Taiwan,
in 1993 and 1998, respectively.

In 1998, he joined Computer and Communications
Research Laboratories at Industrial Technology Re-
search Institute, Hsinchu. Since 2003, he has been
a faculty member in the Department of Commu-
nication Engineering, National Central University,

Taoyuan, Taiwan. His recent research interests include multirate and adaptive
digital signal processing, orthogonal frequency division multiplexing, and
digital transceiver algorithm and architecture design.

Meng-Wei Fang was born in Taoyuan, Taiwan, on
May 30, 1988. He received the B.S. degree in com-
munication engineering from the Feng Chia Univer-
sity, Taichung, Taiwan, in 2010 and the M.S. degree
in communication engineering from the National
Central University, Taoyuan, in 2012.

His research interests lie in the area of target
tracking for communications.

Lic
en

se 
Agre

em
en

t S
ub

jec
t t

o I
EEE



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




